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From Artificial Intelligence (AI) 

to Machine Learning (ML) and 

Deep Learning

Main categories of ML algorithms:

(a) Unsupervised

• Unlabeled data in training

(b) Supervised

• Learning from labeled data

(c) Reinforcement 

• Works on a basic principle of 

positive and negative feedback
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Intuition from physics in understanding basic principles of AI / ML

• Ising Model – ferromagnetism model 

where atoms in a solid lattice can be 

either spin-up or spin-down

Solution of magnetization order parameter (m) 

under nil background magnetic field

a single solution above 

phase transition

i.e. high temperature 

state with a single net 

zero spin solution two solutions below 

phase transition 

corresponding to low 

temperature state

with all spin up / 

down states
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Machine Learning using Feed-forward Neural Network (FFNN)

• NN – mapping high dimensional space to a smaller space

• A simple example – linear NN:

– Note: multiple layers of linear NN is still linear

• Non-linearity in mapping between layers

– Nonlinear activation function s(z)

y = W x + b

Weight matrix

Output

Input 

(e.g. image)

bias

y = s ( W x + b )

ReLU –

Rectified Linear Unit
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Stacking multiple layers of non-linear activation function in NN

• Analogous to restricted Boltzmann machine 
(RBM) 
– Additional nodes (and layer) to learn a 

representation of higher dimensional features 
from given data set

• Performance is (hopefully) improved by 
increasing depth of NN
– Complexity exceeding (degrees of freedom in) 

data set would result in overfitting

• Relevant degrees of freedom propagate while 
those irrelevant are integrated out under the 
mapping through training
– analogus to renormalization group (RG) flow

Schematic of RBM

Blue – visible layer

Orange – hidden layer

- Generative 

• “create” data / information through learning

- Stochastic 

• through learned probability distribution

- Fully connected

• eliminate interaction between nodes of the same 

group (hidden or visible)
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Machine Learning using Feed-forward Neural Network (FFNN)

Common types of FFNN:

(a) multi-layer perceptron (MLP), which stacks multiple fully-connected (FC) layers and nonlinear activations 

(b) convolutional neural network (CNN) that stacks multiple convolution layers, pooling layers, deconvolution layers, 

FC layers, activation layers, normalization layers and other transformations.

Feed-forward neural network constructs a mapping                         by stacking various basic blocks such as the 

fully-connected layer, the convolution layer, the deconvolution layer, and the activation layer.

The parameters of FFNN are estimated by minimizing the loss function plus regularization terms

W ~ L1or L2 loss

Usually, the optimization problem is solved via stochastic-gradient-based methods in which the gradient is 

computed by backpropagation

L1 loss

L2 loss
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Predicting evolution of weather radar image as a spatiotemporal sequence forecast

• Input sequence: observed radar maps up to current time step

• Output sequence: predicted radar maps for future time steps

Maximize posterior pdf of echo sequence across K time levels 

based on previous J time levels of observations
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Convolution Layer

A convolution layer takes advantage of the translational invariance property of image data that computes the output by 

scanning over the input and applying the same set of linear filters. 

Although the input can have an arbitrary dimensionality, 2D convolution is commonly used for precipitation nowcasting 

for extracting the spatial correlation in meteorological images.
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1 0 1

0 1 0

1 0 1

“X-shaped” filter

Convolve output from 

previous layer using 

horizontal filter
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Convolutional and pooling layers

• Convolution: feature detector

• Max-pooling: local translation invariance

Size of state-to-state 

convolutional kernel for 

capturing of spatiotemporal 

motion patterns
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Autoencoders

• 3 components: encoder, decoder and latent 

space

• Force data sets through a compressed 

representation of data such that a minimal 

amount of information is lost

• Common applications: data noise reduction, 

generative prediction and anomaly detection

• Probability distribution in latent space can be 

learned via variational autoencoder approach
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Spatiotemporal encoding-forecasting model

• Convolutional long short-term 

memory (ConvLSTM) model

– X. Shi, Z. Chen, H. Wang, D.Y. Yeung, W.K. Wong and 

W.C. Woo.  Convolutional LSTM network:  A machine 

learning approach for precipitation nowcasting.  NIPS 

2015.

• Two key components:

– Convolutional layers

– Long short-term memory (LSTM) cells in 

recurrent neural network (RNN) model

https://arxiv.org/abs/1506.04214

https://arxiv.org/abs/1506.04214
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Trajectory Gated Recurrence Unit (TrajGRU)

GRU (Gated Recurrent Unit) includes 

reset gate and update gate, similar to

LSTM but more efficient.

TraGRU replaces LSTM, introduces “Trajectory” and adopts weighted error function

Trajectory: 

Recurrent connections are dynamically 

determined

Weighted Error: 

optimize performance in heavy rain

https://arxiv.org/pdf/1706.03458.pdf

Xingjian Shi, Zhihan Gao, Leonard Lausen, Hao Wang, 

Dit-Yan Yeung, Wai-kin Wong, and Wang-chun Woo, 2017: 

Deep learning for precipitation nowcasting: A benchmark 

and a new model. 

https://arxiv.org/pdf/1706.03458.pdf
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Optical 

flow



2-h nowcast of radar reflectivity 

from 2020/09/30 18:42H

Extrapolation using optical flow field TrajGRU deep learning nowcast



16

Generator model

(resConvLSTM)
Input 

sequence

Prediction 

sequence

Input 

sequence

Ground truth

sequence

Input 

sequence

Discriminator 

model

(Multi-Scale CNN)

VGG-19

Style layers

B-m-m 

loss

Style

loss

Adv. 

loss

ResConvLSTM-GAN

• ConvLSTM with residual connections in encoder-

forecaster network

• Generative Adversarial Network (GAN) to improve 

representation of small-scale features
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Rainfall Nowcast Using GAN – Example (1)

Actual TrajGRU ResConvLSTM_GAN

17



TrajGRU

ResConvLSTM-GAN

Example from 

real-time trial

Time

2-h 

nowcast
1-h 

nowcast
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Verification of ResConvLSTM-GAN

• Learned Perceptual Image Patch Similarity (LPIPS)

• perceptual similarity between two images

• a low LPIPS score means the images are perceptual similar

• Both TrajGRU and ResConvLSTM-GAN have higher CSI across all rainfall 

intensities

• Further fine-tuning on ResConvLSTM-GAN will be conducted to enhance its 

performance, especially in heavy rain scenarios

f/c mins

19

better
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ResConvLSTM-GAN applied to Himawari-8 and GK2A blended imagery

• Development underway to blended satellite with radar and rainfall observation (rain-gauge) / estimate (e.g. GPM) 

to improve regional QPE / QPF 
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Hinnamnor (2222)
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Nanmadol (2224)
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dBZ
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Machine Learning in TC Intensity Forecasting
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Using ML in post-processing HWRF model 

outputs for TC Intensity Prediction 

A Feed Forward Neural Network Based on Model Output 

Statistics for Short-Term Hurricane Intensity Prediction

https://journals.ametsoc.org/doi/pdf/10.1175/WAF-D-18-0173.1

https://journals.ametsoc.org/doi/pdf/10.1175/WAF-D-18-0173.1
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XGBoost

• XGBoost is a supervised, decision-tree-based ensemble learning algorithm based on 

gradient boosting framework for regression and classification

26

Source: Nvidia



27

Calibrating tropical cyclone intensity forecast of ECMWF EPS using XGBoost

• Predictors

– Persistence 

– Current Intensity

– TCHP

– 200 hPa divergence

– 500 – 300 hPa average RH

– 850 – 200 hPa vertical wind shear

– Selected percentiles of TC maximum wind and 

minimum pressure from EPS members

– Forecast hours

– Latitude and longitude of ensemble mean

Machine learning in calibrating tropical cyclone intensity forecast of ECMWF EPS  

https://rmets.onlinelibrary.wiley.com/doi/full/10.1002/met.2041

https://rmets.onlinelibrary.wiley.com/doi/full/10.1002/met.2041
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Ref: Machine learning in calibrating tropical cyclone intensity forecast of ECMWF EPS  

https://rmets.onlinelibrary.wiley.com/doi/full/10.1002/met.2041

https://rmets.onlinelibrary.wiley.com/doi/full/10.1002/met.2041
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XGBoost
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XGBoost

XGBoost

+ RI adj
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Next step on ML

• Physics-Informed Machine Learning (PIML) / Physics-Guided Neural Network (PGNN)

– Apply physical knowledge to inform data prediction capability of ML models

• Enhanced nowcast ML with explicit dynamics constraint

• Additional loss function terms in minimization process of ML model (e.g. TrajGRU):

account for spatial and 

intensity errors 

dynamical constraint
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1-hour

nowcast

2-hour

nowcast

Optical flow extrapolation               Actual TrajGRU

TrajGRU with 

spatio-intensity 

error constraint

TrajGRU with physics 

and spatio-intensity 

error constraint

Finer 

scales

More pronounced 

development due to 

physics constraint
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2-hour

nowcast

1-hour

nowcast

Optical flow extrapolation               Actual TrajGRU

TrajGRU with physics 

and spatio-intensity 

error constraint

TrajGRU with 

spatio-intensity 

error constraint

Enhanced asymmetry and 

intensity
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Concluding remarks

• Machine learning (and deep learning) and intuition from principles of statistical physics

• Machine learning and deep learning have been evolving rapidly since development of rainfall 
nowcasting application
– Powerful methods, yet rooms for improvement, in generating realistic “video” sequence of rainfall (and 

other meteorological patterns) 

– Choices of methods are more than science (and demanding efforts for trial and fine-tuning) –
supervised vs unsupervised;  convolutional, autoencoder, generative adversarial network, … 

• More important to advance AI / ML in coming years: 
– clean data and how extreme / anomaly could be effectively detected or predicted

– knowledge (from forecasters) and physics (explicit / parameterized / from full Earth system models)

– data and computational scientists

– applications in other scales of forecasts, re-analysis / hindcast and seamless prediction

• Training and collaborative development opportunities on AI / ML



Thank you very much

Q&A


